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Figure 1: Our experiment investigated the effect of modality mismatching between distraction and warning on pedestrian street
crossing behaviour. (a) Physical environment of our VR experiment. (b) The virtual environment of street crossing scenario. (c)
The first-person view (right eye) showing a condition with the visual distraction (math equation) and visual warning (red arrow).

ABSTRACT

Augmented reality (AR) headsets could provide useful information
to users, but they may also be a source of distraction. Previous works
have explored using AR to enhance pedestrian safety by providing
real-time warnings, but there has been little research on the impact of
modality matching between distractions and warnings on pedestrian
street crossing behaviour. We conducted a VR experiment using a
within-subjects 2-by-2 design (N = 24) with four conditions: (au-
ditory distraction, visual distraction) × (auditory warning, visual
warning). When experienced conditions with mismatched modali-
ties, participants exhibited more cautious street crossing behaviours,
such as reduced walking speed, and increased scan range after re-
ceiving the warning, and significantly faster reaction times to the
incoming vehicle. The participants also expressed a preference for
warnings to be presented in a modality different from the distraction.
Our findings suggest that in the context of utilizing AR for pedes-
trian road safety, future AR interfaces should incorporate a warning
modality that differs from the one causing distraction.

Index Terms: Human-centered computing—Human computer in-
teraction (HCI)—HCI design and evaluation methods—User studies;
Human-centered computing—Human computer interaction (HCI)—
Interaction paradigms—Virtual reality

1 INTRODUCTION

In Australia, between 2009 and 2018, 1,711 pedestrian fatalities
and over 30,000 hospitalizations due to injuries sustained in road
accidents were recorded [11]. These alarming statistics underline the
growing concern over pedestrian safety in the era of mobile technol-
ogy. The issue of pedestrian distraction may be further exacerbated
by the rapid advancement of head-mounted displays (HMDs) and
extended reality technologies. As HMDs become more convenient
and portable, they may replace smartphones as the primary device
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for social interactions and media consumption. However, like smart-
phones, HMDs also compete for users’ limited attentional resources,
which are divided between virtual and real environments. Studies
have shown that AR application usage increases the risk of pedes-
trian hazards, such as colliding with obstacles or being unaware of
approaching vehicles [51].

Mitigating the dangers of pedestrian distraction caused by mo-
bile phones and other digital devices in urban settings has emerged
as an important research topic for the human-computer interaction
community. Previous studies have explored the possibilities of using
various sensory channels, such as visual [27], audio [6], haptic [14],
galvanic vestibular stimulation [37], and electric muscle stimula-
tion [45], to alert users to potential hazards in their surroundings or
provide feedback for navigation. Beyond pedestrians, previous re-
search has also investigated the use of warnings for different groups
such as pedestrians, drivers, and cyclists [30, 32, 39, 40]. However,
there remains a knowledge gap in the literature regarding the rela-
tionship between the modality of distraction and the modality of
warning. For instance, if a user is engaged in an auditory activity,
such as listening to a podcast, while crossing the street, it remains
unclear whether visual or auditory warnings would be more effective
in capturing their attention. Note that incorporating multiple sensory
channels simultaneously in warning systems might not always be an
optimal solution, as it could lead to sensory overload, further dimin-
ishing the user’s ability to process and react to critical information
in a timely manner [64].

In this paper, we evaluated whether the matching of modalities
between distractions and warnings affected street-crossing behavior.
As the first attempt in this research topic, we chose the two most
commonly used modalities, i.e., visual and audio, as well as simple
warning interfaces, i.e., an arrow and a beeping sound. We conducted
a Virtual Reality (VR) experiment with 24 participants (one dropped
out halfway due to severe motion illness), using a within-subject
2-by-2 design with two independent variables: distraction modality
and warning modality. The experiment had four conditions: AA
(auditory distraction and auditory warning), AV (auditory distraction
and visual warning), VV, (visual distraction and visual warning),
VA (visual distraction and auditory warning). The scenario was
designed to simulate a pedestrian wearing an AR headset walking
across a street while engaged with virtual content displayed visually



(visual distraction) or absorbed in auditory content (auditory distrac-
tion). In each trial, the participant walked across a street (Fig. 1)
while completing a secondary distraction task of answering a se-
ries of mathematical questions (in visual or auditory form). During
the crossing, a virtual vehicle approached from either left or right
(Fig. 1b), and the participant received either a visual or auditory
warning (Fig. 1c). The trial ended when the participant noticed the
oncoming vehicle (by pressing the trigger on the controller), was
hit by the virtual vehicle or reached the opposite side of the street
(the virtual vehicle does not appear in the controlled trials). The
experimental results demonstrated that conditions with mismatched
distraction and warning modalities (AV and VA) resulted in shorter re-
action times, reduced movement speeds and an increased scan range
(larger degree of head rotation) following the warning, indicating
that participants exhibited more cautious behavior after receiving a
warning of an oncoming vehicle. Additionally, the questionnaire and
post-hoc interviews suggested that participants favoured warnings
in a different modality from the distraction, as this approach led to
less confusion and facilitated simpler reactions.

Contribution statement: This paper presents the first VR-based
study to systematically investigate the effect of visual and auditory
modality matching between distraction and warning on pedestrian
street crossing behaviour. The results indicate that using different
modalities between warning and distraction leads to shorter reaction
times, user’s slowing down after warning occurred and larger head
rotation range. The participants also preferred using different modal-
ities and found them more effective. The findings suggest that future
AR interfaces should use warning modalities that are different from
those causing distraction when alerting users about hazards.

2 RELATED WORK

We briefly review the factors that contribute to pedestrian distraction
and techniques for improving pedestrian safety.

2.1 Distracted Pedestrians
Before the widespread adoption of smartphones, the majority of
road safety research focused on the dangers posed by distracted
drivers [32, 43, 58]. However, in recent years, there has been a
shift in research emphasis towards the risks associated with dis-
tracted pedestrians [59]. This change in focus can be attributed to
the increasing prevalence of mobile devices and the evolution of
their capabilities, which has led to a significant rise in pedestrian
engagement with digital content while on the move.

Some studies [4,33,44] found that pedestrians would change their
gait when walking and texting, which may lead to potential safety
hazards. Another research [48] found that pedestrians texting or
reading while walking resulted in slower speeds and a larger range of
head rotation. Schwebel et al. [50] found that pedestrians were more
likely to encounter road accidents while texting or listening. Further,
Alsaleh et al. [2] showed that pedestrians distracted by texting or
listening tended to slow down and control their walking speed by
adjusting stride length or cadence. Also, Pedestrians distracted by
texting had significantly shorter stride lengths and less stability while
walking. Numerous studies have found that engaging in activities
such as texting, talking, browsing content, playing AR games on
a phone, or being under stress can lead to unsafe street crossing
behaviours, such as delayed initiation of street crossing, stepping
onto the street before vehicles come to a complete stop, and slower
walking pace while crossing the street [5, 51, 69, 70]. These research
also suggests that pedestrians may underestimate the risks associated
with their distracted behaviour, further exacerbating the problem.

2.2 Warning to Pedestrians
The HCI community has explored several methods to guide users’
attention towards critical information and enhance situational aware-
ness, with the goal of improving road safety. Previous works have

utilized the smartphone camera [62] and additional custom camera
components [67] to detect potential hazards in the surrounding en-
vironment. More recently, Hollander et al. [27] developed an app,
SmomDe, which communicates with vehicles to assist pedestrians
crossing the street. Previous studies have investigated the use of AR
interfaces as a means to enhance the situational awareness [16]. For
a comprehensive systematic review on this topic, we refer readers
to Woodward et al. [66]. In the specific context of using AR to
improve pedestrian safety, Gruenefeld et al. [21] adapted classical
Halo [3] and Wedge [23] out-of-screen visualization approaches
for AR HMDs, EyeSee360 [22] designed a radar-like visualization
of out-of-view vehicle locations and used colour to represent the
distance of approaching vehicles, and Jung et al. [29] integrated a
vehicle position estimation system (based on an additional RGB
camera) with EyeSee360 and EdgeRadar [24] interface to provide
potential collision warnings. Tong et al. [61] also proposed an AR
interface that provided information about the direction and potential
collision time of oncoming vehicles.

In addition to the AR display, HCI researchers have also ex-
plored other modalities for providing warnings to pedestrians, such
as haptic feedback from gloves [46], belts [17], and shoes [19, 28],
and emerging technologies such as electrical muscle stimulation
(EMS) for assisting with obstacle avoidance [45]. External Human-
Machine-Interfaces (eHMIs) have also received significant atten-
tion in recent years, with a series of works exploring the design of
eHMIs and the factors associated with pedestrians and street envi-
ronments [9, 10, 12, 42]. Moreover, studies [7, 35] have found that
on-body tactile displays and instructions of the eHMI’s rationale
can help pedestrians enhance situational awareness and make better
decisions. Soret et al. [55] investigated attentional orienting in VR
using both endogenous and exogenous cues in auditory and visual
modalities, they found that vocal instructions and object highlight-
ing could result in more specific and localized attention. The same
team [56] also showed that attentional orienting can improve visual
information processing in a 360◦ immersive environment, where
information could be presented in the rear space. Building upon
the existing body of research, our work investigated the impact of
modality matching between distractions and warnings on pedestrian
behaviour during the street crossing.

2.3 Multi-modal Warnings

Previous research also looked into multimodal warnings, as demon-
strated in various studies [30, 32, 38, 47]. Marquardt et al. [38]
discovered that blending several cues resulted in better outcomes
than uni-modal cues. Martin et al. proposed an audio-visual AR ap-
proach [47] for warning users of hazardous situations while working
with collaborative robots. Jylhä et al. [30] developed a glove with
auditory and tactile feedback but did not observe any significant
differences compared to a glove with only tactile feedback. Lee et
al. [32] employed graded and single-stage haptic-visual and auditory-
visual warnings to help drivers avoid sudden braking collisions with
the car ahead. Their findings indicated that haptic-visual warnings
were preferred, and graded warnings led to larger safe distances and
reduced discomfort response rates.

While multimodal warnings have been proven advantageous in
some contexts, simultaneously presenting warnings on multiple sen-
sory channels might not always be optimal. Poorly designed warning
systems can contribute to sensory overload, overwhelming users with
excessive, simultaneous, or conflicting information. For example,
Cortez et al. [60] found that exposing VR users to see-through video
when they lose their balance, which was thought to help users find
better footing, actually impairs the user’s ability to regain balance.
Haas and van Erp [25] demonstrated that while multimodal displays
can improve safety and facilitate risk communication, they may also
increase workload and incur extra costs associated with attention
switching. When multiple warnings are presented across different



Figure 2: The top view of the virtual environment. The participant
crosses the street from the starting point (green dot) toward a street
stand (yellow circle). A virtual car would appear between two or-
ange lines, at a random distance between 20 to 45 units away from
the participant. The orange lines were not visible to the participants,
while the blue stripe was only visible at the beginning of the experi-
ment to remind the participant to walk straight forward.

Figure 3: The visualisation of objective measurements. Pink line
is the walking path and the yellow line indicates presentation of
warning, which splits the trial into before and after warning.

modalities, the user may struggle to process and prioritize them,
resulting in reduced attention and cognitive capacity [63, 64]. In
sum, despite the valuable insights provided by these previous works,
they did not specifically address the effect of modality differences
between distraction and warning. Investigating the relationship be-
tween the modality of distraction and the modality of warning is
crucial for understanding how to design more effective warning sys-
tems, as it could reveal the optimal ways to capture users’ attention
and improve safety. We believe the result presented in this paper
would fill the knowledge gap on the impact of modality matching or
mismatching on user performance and preferences in the context of
pedestrian safety during AR usage.

3 EXPERIMENT

We designed and conducted a VR experiment with two independent
variables, distraction modality and warning modality, each with
two levels (auditory and visual) to evaluate whether the difference
in sensory channels between distractions and warnings affected
the street-crossing behaviour of a user wearing an HMD. More
specifically, the experiment used a within-subject 2-by-2 design with
four conditions: AA (auditory distraction and auditory warning), AV
(auditory distraction and visual warning), VV (visual distraction and
visual warning), VA (visual distraction and auditory warning).

Figure 4: The experiment is divided into four parts that took 20, 15,
40, and 15 minutes each. There are 8 trials in each condition.

3.1 Participants
We recruited 25 participants from the university via social networks
and personal contact (7 females and 18 males). Nine participants
have used VR headsets before, but none of them used VR headsets
frequently. Their ages were between 20 to 30 years (Mean = 23.67
years; SD = 2.71). One participant withdrew from the experiment
due to cybersickness and was excluded from the data analysis later.
The institute’s ethics committee has approved this experiment.

3.2 Apparatus
The VR environment was developed using Unity 2020.3.37f1 and
was run on a laptop with an RTX 3080Ti GPU. An HP Reverb
G2 Omnicept Edition VR headset was used to experience the envi-
ronment, which has a Field of View (FoV) of 114 degrees with a
resolution of 2160 × 2160 pixels per eye. The headset weighs 727g
and is wired to the VR laptop. The experiment was conducted in an
indoor lab that measured 14 × 7.5 meters, as shown in Fig. 1a.

3.3 Scenario Design
The virtual city scene used in the experiment was shown in Fig. 2.
The scenario is designed to mimic a pedestrian wearing an AR
headset walking across a street while reading virtual content (visual
distraction) or listening to a podcast (auditory distraction). In each
trial, the participant walks across the street toward the street stand
on the other side while completing a distraction task of evaluating
a series of mathematical equations in visual (Fig. 1c) or auditory
form. When participants reach an invisible trigger in the middle
of the road, a virtual vehicle would appear on either side of the
road at a random distance between 25 and 45 meters (Fig. 2). The
vehicle moves at a standard speed of 50 km/h and would reach the
participant after a random time between 1.8 and 3.2 seconds. The
participant would then receive either a visual (Fig. 1c) or an auditory
warning when the vehicle appears. Participants were instructed to
press the trigger when they noticed the oncoming car. The trial
ended when the participant was hit by the car, observed the car and
pressed the trigger or reached the opposite side of the street.

3.4 Distraction and Warning Designs
Distraction: We used 2-digit addition and subtraction as the dis-
traction task. After seeing or hearing the mathematical equation,
the participant answered whether the equation was correct or incor-
rect. Fig. 1c shows an example visual mathematical equation of
26+ 14 = 44. In this example, the participant should press the B
button on the controller to indicate the equation is incorrect (button
A for the correct). The distraction persisted throughout the entire
trial, and the participants were instructed to keep reacting to the
secondary distraction tasks. In the visual distraction conditions (VA
and VV), the equation was randomly displayed in one of the six cells
of the 2-by-3 grid. A progress bar with a duration of 3 seconds was
shown beneath the equation to encourage the participant to solve the
problem within the allotted time. If the participant provided a correct
response, the equation turned light blue (Fig. 1c); if the answer was
incorrect, the equation turned red. Each visual distraction persists for
roughly 3 seconds. The auditory distraction conditions (AA and AV)
involved presenting the math question as an audio clip using the Mi-
crosoft Azure text-to-speech API. The length of the audio clip was
approximately 2 seconds, after which the participant had a 3-second



window to respond. The participants were instructed to engage in a
continuous stream of mathematical equations throughout the trial.
There have been various types of secondary tasks used to investigate
attentional mechanisms through dual-task methodology [41], such as
simple reaction time tasks using either visual or auditory stimuli, the
Stroop task, verbal memory tasks, n-back task, and math calculation
tasks. In our study, we opted for a mathematical calculation task
because it has suitable visual and auditory forms, and the user can
evaluate the equation via a simple button click.
Warning: The experiment has two warning types: visual warning
and auditory warning. The visual warning consisted of a red 3D
arrow pointing towards the virtual vehicle, as depicted in Fig. 1c.
In the condition of visual distraction and visual warning, the 3D
arrow appears below the distraction and does not overlap with the
visual distraction. For the auditory warning, we opted for a single
beep sound that played in either the left or right ear, depending
on the direction of the virtual vehicle. We deliberately avoided
using sustained beeping sounds to prevent potential interference
with the auditory mathematical equations that we presented to our
participants. The volume of the auditory warning is higher than
the auditory distraction. Throughout all conditions, we did not
stop the distraction when the warning was presented. This design
decision was to better simulate real-world situations where visual or
auditory content is often continuously played. Additional analysis of
the measurements before and after the presentation of the warning
stimuli is discussed in the later sections.

3.5 Measurements
Objective measurements: The objective measurements for
analysing participants’ crossing street behaviour under four con-
ditions include:

• The success rate represents whether the participant success-
fully notices the virtual vehicle or across the street.

• The reaction time is the time between the vehicle’s appearance
and the time the participant presses the trigger on the controller.

• The accuracy is the percentage where the participant correctly
evaluates the mathematical equation in the distraction task.

• The speed is calculated from the time the participant finishes
answering the first math question to the end of the trial. The
reason for using this method is to exclude the initial period of
the trial when the participant has just started walking.

• The head rotation range is calculated based on the orientation
angle of the VR headset in relation to the walking direction.

When performing analysis, we further split speed and head rota-
tion range data into before warning and after warning to understand
the participant’s street crossing behaviour (Fig. 3).
Subjective measurements: The participants were asked to report
their level of VR sickness and workload using the Simulator Sickness
Questionnaire (SSQ) [31] and NASA TLX [26] scales, respectively,
after completing each of the four conditions. They also completed a
post-condition questionnaire rating the effectiveness of the warning
(“I felt the warning was effective in the current condition.”) and the
level of distraction (“I was distracted by the mathematical equations
in the current condition.”) on a 7-point Likert scale (See Appendix
for the two figures). At the end of the study, the participants were
given a semi-structured interview with three post-study questions:

• Q1: Which do you find more distracting - the visual or auditory
mathematical equation? Why?

• Q2: Which do you find more effective - the visual or auditory
warning? Why?

(a) Reaction time (b) Math Accuracy (c) NASA TLX Score

Figure 5: Four conditions of reaction time, math question accuracy
and NASA TLX score.

(a) Speed (b) Head Rotation Range

(c) Speed (d) Head Rotation Range

Figure 6: Pairwise comparison about walking speed and head rota-
tion range before and after warning

• Q3: Which do you prefer? Having both the distraction and
warning happening in the same sensory channel (both auditory
or both visual) or in a different sensory channel (one in visual
while another auditory)? Why?

3.6 Procedure
The procedure for the experiment is illustrated in Fig. 4. First, the
participant was introduced to the study and given a brief overview of
the equipment and procedures, then was asked to sign a consent form
and complete a demographic questionnaire. Next, the participant
received a tutorial on navigating the VR environment using natural
walking and instructions on completing their tasks. After the tutorial,
the participant completed the first SSQ. In each trial, the participant
walked toward a street stand across the road while answering distract-
ing questions and reacting to oncoming vehicles. During the main
experiment session, the participant completed all four conditions,
each with eight trials. Each condition included two control trials
out of eight with only distraction and no oncoming vehicles. The
intention was to increase the unpredictability and minimize learning
effects. After each condition, the participant completed the SSQ,
the NASA TLX questionnaire, and the post-condition questionnaire
(two questions based on a 7-point Likert scale). Finally, a post-hoc
interview was conducted where the participant completed two ques-
tionnaires and answered interview questions. The total duration of
the experiment was approximately 1.5 hours. The introduction and
tutorial sessions took approximately 20 and 15 minutes, respectively,
while the main experiment lasted for 40 minutes. The post-hoc
interview was conducted for about 15 minutes.



4 RESULTS

Based on G*Power [18], to achieve a power of 0.90, with an alpha
level of 0.05, 24 participants should result in an anticipated medium
effect size (0.25) in a within-factors repeated measure ANOVA. In
our study, 25 participants were initially recruited, with one dropping
out due to cybersickness. Data from the remaining 24 participants
was analyzed, all of whom completed all 32 trials across four con-
ditions. We compared measurements among these conditions, as
well as between modality matching (AA and VV) and mismatching
(AV and VA) conditions. We use the Tests of Normality table output
from IBM SPSS, which includes Shapiro-Wilk tests, Kolmogorov
tests, and Q-Q plots, to test for normality. Due to the smaller sample
size in this experiment, we primarily rely on the Shapiro-Wilk tests
to determine the normality of the data. For normally distributed
data, two-way repeated-measures ANOVA and paired samples t-test
were performed with IBM SPSS. For non-parametric data, we used
rank-aligned repeated-measures ANOVA and post-hoc analysis with
ART-C [15,65]. Post-hoc pairwise comparisons were conducted with
Bonferroni corrections. For simplicity, we call both RMANOVA in
the result below.

None of the 24 participants experienced cybersickness, as indi-
cated by their SSQ scores. All participants successfully completed
the trials either by reaching the street stand or successfully noticing
and reacting to the oncoming virtual car. None of the participants
was hit by the virtual vehicle, i.e. the success rates for all four condi-
tions are 100%. On average, the participant answered four questions
in each trial. There was no significant difference in the number of
questions answered between conditions. None of the participants
reported difficulties in handling the controllers. Due to the page
limits, please refer to appendix for tables and figures related to main
effects of the measurements.

4.1 Results for Control Trials vs. Normal Trials
Accuracy of Math Question Answering: The math question
accuracy under normal trials are the data before the warning occurred.
During auditory distraction, an average of 0.64 (SD=0.21) accuracy
was obtained on control trials and an average of 0.62 (SD=0.23)
accuracy on normal trials. Control trials resulted in an average
accuracy of 0.86 (SD=0.17), while normal trials showed an average
accuracy of 0.85 (SD=0.20) during visual distraction.
Speed: The speed under normal trials are the data before the warn-
ing appeared. When auditory distraction was present, control trials
yielded an average speed of 0.63 m/s (SD=0.30), whereas normal
trials achieved an average speed of 0.63 m/s (SD=0.34). During
the presence of visual distraction, control trials demonstrated an
average speed of 0.53 m/s (SD=0.23), while normal trials exhibited
an average speed of 0.52 m/s (SD=0.25).
Head Rotation Range: The head rotation range recorded during
normal trials represents the data collected prior to the warning oc-
curred. In the context of auditory distraction, control trials recorded
an average head rotation range of 26.02◦ (SD=5.50), whereas normal
trials registered an average head rotation range of 25.97◦ (SD=6.37).
The average head rotation range during visual distraction was 25.06◦
(SD=4.56) for control trials and 24.82◦ (SD=4.94) for normal trials.

4.2 Results for Each Condition
Reaction Time: RMANOVA found no main effect of distrac-
tion modality on RT (F(1,23)=3.11, p=0.091, η2=0.119). How-
ever, a significant main effect of warning modality on RT was
found (F(1,23)=22.50, p<0.001, η2=0.494), where conditions with
visual warnings (M=1.14 seconds, SD=0.31) had a significantly
shorter RT than those with auditory warnings (M=1.45 seconds,
SD=0.44). The RMANOVA found no significant interaction be-
tween distraction modalities and warning modalities on reaction time
(RT) (F(1,23)=2.03, p=0.168, η2=0.081). The post-hoc tests showed
that the RT of AV (M=1.12 seconds,SD=0.29) was significantly

shorter than AA (t(23)=4.02, p=0.001) (M=1.51 seconds,SD=0.51)
and VA (t(23)=-4.84, p<0.001) (M=1.38 seconds,SD=0.35). Also,
the RT of VV (M=1.15 seconds,SD=0.32) was significantly shorter
than AA (t(23)=3.85, p=0.001) (M=1.51 seconds,SD=0.51) and VA
(t(23)=-3.38, p=0.003) (M=1.38 seconds,SD=0.35) (Fig. 5a)
Accuracy of Math Question Answering: The RMANOVA
found a significant main effect of the distraction modality on
the accuracy of evaluating mathematical questions (F(1,23)=49.21,
p<0.001, η2=0.681). The accuracy of conditions with visual
distraction (M=0.85, SD=0.20) was significantly higher than
those with auditory distraction (M=0.62, SD=0.23). No signifi-
cant main effect was found on warning modality (F(1,23)=0.144,
p=0.708, η2=0.006). The RMANOVA found no significant in-
teraction between distraction and warning modalities on math
question accuracy (F(1,23)=0.48, p=0.496, η2=0.020). The
post-hoc tests revealed that AA (M=0.63,SD=0.20) led to sig-
nificantly lower accuracy in mathematical equations evaluation
than VA (t(23)=-5.48, p<0.001) (M=0.84,SD=0.21) and VV
(t(23)=-7.76, p<0.001) (M=0.87,SD=0.18). Additionally, AV
(M=0.62,SD=0.25) had a significantly lower accuracy than VV
(t(23)=5.90, p<0.001) (M=0.87,SD=0.18) and VA (t(23)=-4.10,
p<0.001) (M=0.84,SD=0.21). (Fig. 5b)
TLX Score: A significant main effect of distraction modality
on NASA TLX score was found by RMANOVA (F(1,23)=9.60,
p=0.005, η2=0.295). Conditions with auditory distraction (M=16.49,
SD=8.50) resulted in significantly higher TLX scores than those
with visual distraction (M=12.00, SD=6.14). There was no main ef-
fect of warning modality on TLX score (F(1,23)=0.82, p=0.374,
η2=0.035). There was no significant interaction between dis-
traction and warning modality on TLX score (F(1,23)=0.002,
p=0.962, η2<0.001). Pairwise post-hoc tests found that the
TLX score of AA (M=16.07,SD=6.82) were significantly higher
than VV (t(23)=2.94, p=0.007) (M=11.64,SD=12.38) and VA
(t(23)=2.78, p=0.011) (M=12.38,SD=6.17). The TLX score of AV
(M=16.90,SD=10.03) were found significant higher than VV (t(23)=-
2.55, p=0.018) (M=11.64,SD=12.38) and VA (t(23)=2.33, p=0.029)
(M=12.38,SD=6.17). (Fig. 5c)
Perceived Level of Distraction and Effectiveness: The
RMANOVA found a significant main effect of warning modal-
ity on the effectiveness of the warning (F(1,23)=21.67, p<0.001,
η2=0.485). The conditions with auditory warning (M=4.94,
SD=1.55) were perceived as having significantly lower effective-
ness than those with visual warning (M=6.25, SD=0.73). There
was no significant main effect of distraction modality on the per-
ceived level of being distracted by the secondary distraction task
(F(1,23)=2.43, p=0.133, η2=0.095). There was no significant inter-
action between distraction and warning modality on perceived level
of distraction (F(1,23)=0.814, p=0.376, η2=0.034) nor on effective-
ness of warning found (F(1,23)=1.90, p=0.182, η2=0.076). Post-hoc
tests showed that participants considered VV (M=6.25,SD=0.68)
more effective than VA (t(23)=2.961, p=0.007) (M=4.96,SD=1.81)
and AA (t(23)=-4.09, p<0.001) (M=4.92,SD=1.28). In addi-
tion, AV (M=6.25,SD=0.79) was more effective than AA (t(23)=-
5.49, p<0.001) (M=4.92,SD=1.28) and VA (t(23)=3.84, p=0.001)
(M=4.96,SD=1.81). (Fig. 7)

Before Warning

Speed: Before the warning occurred, the RMANOVA found
a significant main effect of distraction modality on participants’
walking speed (F(1,23)=877.85, p<0.001, η2=0.974). Partici-
pants with auditory distraction (M=0.63 m/s, SD=0.34) had a sig-
nificantly higher walking speed than visual distraction (M=0.52
m/s, SD=0.25). There was no significant interaction between dis-
traction and warning modality on walking speed before warning
(F(1,23)=2.16, p=0.155, η2=0.086). The post-hoc tests showed
that AA (M=0.65 m/s,SD=0.40) led to a higher walking speed



(a) Distraction Level

(b) Warning Effectiveness

Figure 7: Questionnaires responses after each condition . (a) The
perceived level of distraction with the question ”I was distracted by
the mathematical equations in the current condition.” and (b) The
perceived effectiveness of the warning with the question ”I felt the
warning was effective in the current condition”.

than VA (t(23)=22.12, p<0.001) (M=0.52 m/s,SD=0.27) and VV
(t(23)=28.39, p<0.001) (M=0.51 m/s,SD=0.23). The condition AV
(M=0.60 m/s,SD=0.27) had a higher speed than VV (t(23)=-25.38,
p<0.001) (M=0.51 m/s,SD=0.23) and VA (t(23)=22.14, p<0.001)
(M=0.52 m/s,SD=0.27). (Fig. 6a)
Head Rotation Range: No significant main effect of distrac-
tion modality on head rotation range before warning was found
(F(1,23)=1.04, p=0.318, η2=0.043). The RMANOVA found
no significant difference on head rotation range before warning
(F(1,23)=0.862, p=0.363, η2=0.036). (Fig. 6b)

After Warning

Speed: After the warning occurred, the RMANOVA found a
significant main effect of distraction modality on walking speed
(F(1,23)=10.08, p=0.004, η2=0.305). Participants under visual dis-
traction (M=0.47 m/s, SD=0.19) had a significantly lower walking
speed than under auditory distraction (M=0.54 m/s, SD=0.30). Addi-
tionally, RMANOVA also found a significant main effect of warning
modality on walking speed (F(1,23)=10.59, p=0.003, η2=0.315).
Conditions with visual warning (M=0.46 m/s, SD=0.19) resulted
in a significantly lower walking speed than with auditory warning
(M=0.55 m/s, SD=0.30). The RMANOVA found a significant inter-
action between warning and distraction modality on walking speed
after warning (F(1,23)=20.42, p<0.001, η2=0.470). The post-hoc
tests showed that AA (M=0.66 m/s,SD=0.36) led to higher walking
speed than AV (t(23)=5.60, p<0.001) (M=0.43 m/s,SD=0.15), VV
(t(23)=4.29, p<0.001) (M=0.49 m/s,SD=0.22) and VA (t(23)=4.35,
p<0.001) (M=0.45 m/s,SD=0.16). VV (M=0.49 m/s,SD=0.22)
showed a higher walking speed than AV (t(23)=2.20, p=0.038)
(M=0.43 m/s,SD=0.15). (Fig. 6c)
Head Rotation Range: A significant main effect of the dis-
traction modality on head rotation range after warning was found

(a) Reaction Time (b) Math Question Accuracy

(c) Speed After Warning (d) Head Rotation After Warning

Figure 8: Modality matching results for reaction time, math question
accuracy, walking speed after warning and head rotation range after
warning. No significant difference found for NASA TLX scores.

(F(1,23)=4.527, p=0.044, η2=0.164). Conditions with visual distrac-
tion (M=52.77◦, SD=14.33) result in a smaller head rotation range
than under auditory distraction (M=57.24◦, SD=11.03). No sig-
nificant main effect of warning modality on head rotation range
after warning was found (F(1,23)=0.037, p=0.849, η2=0.002).
The RMANOVA found a significant interaction between warn-
ing and distraction modality on head rotation range after warning
(F(1,23)=23.34, p<0.001, η2=0.504). The post-hoc paired t-tests
showed that AA (M=51.28◦,SD=9.12) produced a smaller head rota-
tion range than AV (t(23)=-3.974, p=0.001) (M=63.20◦,SD=11.02)
and VA (t(23)=-2.13, p=0.044) (M=59.08◦,SD=14.83). VV
(M=46.45◦,SD=10.79) also produced a smaller head rotation
range than AV (t(23)=-5.77, p<0.001) (M=63.20◦,SD=11.02), AA
(t(23)=2.217, p=0.037) (M=51.28◦,SD=9.12) and VA (t(23)=-3.87,
p=0.001) (M=59.08◦,SD=14.83). (Fig. 6d)

4.3 Before Warning vs. After Warning

Speed: Paired t-tests showed that AV after warning (M=0.43
m/s,SD=0.15) produced a slower walking speed than before warning
(t(23)=4.61, p<0.001) (M=0.60 m/s,SD=0.27) and VA after warning
(M=0.45 m/s,SD=0.16) produced a slower walking speed than before
warning (t(23)=2.14, p=0.043) (M=0.52 m/s,SD=0.27). (Fig. 6)

Head Rotation Range: Paired t-tests yielded significant results
indicating notable differences in the observed measures. Specifically,
the AV condition after warning (M=63.20◦,SD=11.02) exhibited a
significantly larger range of head rotation compared to the condition
before the warning (t(23)=-16.08, p<0.001) (M=25.28◦,SD=6.05).
Furthermore, the VA condition (M=59.08◦,SD=14.83) demon-
strated a significantly larger head rotation after the warning
compared to the condition before the warning (t(23)=-11.94,
p<0.001) (M=24.40◦,SD=5.37). Similarly, the AA condition
(M=51.28◦,SD=9.12) showed a significantly larger head rotation af-
ter the warning than the condition before the warning (t(23)=-10.76,
p<0.001) (M=26.67◦,SD=6.74). Additionally, the VV condition
(M=46.45◦,SD=10.79) displayed a significantly larger head rotation
after the warning compared to the condition before the warning
(t(23)=-8.97, p<0.001) (M=25.25◦,SD=4.54). (Fig. 6)



4.4 Results for Modality Matching and Modality Mis-
matching

No significant difference of math question accuracy (p=0.505), TLX
score (p=0.710), perceived level of distraction (p=0.479) and effec-
tiveness of warning (p=0.877) on modality matching were found.
Reaction Time A Wilcoxon signed-rank test revealed that RT on
modality mismatching AV+VA (M=1.25 seconds, SD=0.35) was sig-
nificantly shorter than modality matching AA+VV (M=1.34 seconds,
SD=0.46) (p=0.047). (Fig. 8a)

After Warning
Note that the result of modality matching is only valid after the
warning occurs, thus we only report the after warning results.
Speed: A Wilcoxon signed-rank test found the walking speed
of mismatched modality AV+VA (M=0.44 m/s, SD=0.15) was sig-
nificantly slower than matched modality AA+VV (M=0.57 m/s,
SD=0.31) (p<0.001). (Fig. 8c)
Head Rotation Range: A paired t-test showed the head rotation
range of matched modality AA+VV (M=46.87◦, SD=10.18) was
significantly smaller than mismatched modality AV+VA (M=61.14◦,
SD=12.52) (t(47)=-5.601, p<0.001). (Fig. 8d)

4.5 Post-study Questionnaires and Interview
Out of 24 participants, 22 felt the math question in the auditory form
was more distracting (Q1), 18 preferred visual warning (Q2), and
19 preferred the warning to be in a different modality than the dis-
traction (Q3). All but one participant commented that the auditory
distraction is more difficult than the visual one. Seventeen partic-
ipants stated that they would convert the auditory math equation
into its visual form before evaluating the correctness of the equation.
Six participants reported that auditory warnings were more effective
in eliciting their response and creating a sense of urgency about
incoming danger. One participant stated ”The auditory warning
associated me with the sound of a fire alarm and gave me a greater
sense of urgency.” In addition, seventeen participants stated that
visual warnings were clearer and more directional. For example, one
participant stated ”A red 3D arrow told me which direction the car
was coming, pointing directly in front of you.”

Regarding the question about modality matching, nine partici-
pants commented that they felt confused and hesitated to react when
seeing the warning from the same modality as the distraction. One
participant commented that ”it was easier for two senses to handle
two tasks than for one sense to handle two tasks”. Six participants
commented that the warning at the same modality could create less
surprise and did not require them to shift their attention to another
place (note that three of them still preferred modality mismatching).
One participant commented, ”A warning from the same sensory
channel made me feel easy to react. Because instead of shifting my
attention from one sensory to another, I could respond naturally.”.

5 DISCUSSION

In summary, the result showed that when exposed to auditory dis-
tractions (AV and AA), participants walked significantly faster and
reported a higher workload (compared to when they were exposed
to visual distractions). Whereas conditions with visual warnings
(AV and VV) were associated with participants’ shorter reaction time
and higher accuracy in answering secondary math tasks. Regarding
the impact of modality matching, the result showed using different
distraction and warning modalities (AV and VA) resulted in shorter
reaction times, reduced movement speeds after receiving the warn-
ing, and a larger range of head rotation to scan the surrounding,
highlighting the positive impacts of modality mismatching. Because
no instances were recorded of participants engaging in acceleration
upon perceiving the presence of the vehicle. This lack of response
could potentially be attributed to the constraints imposed by the
physical laboratory setting and the utilization of a virtual reality

(VR) headset, which may have hindered the implementation of such
a strategy. In this context, decelerating or slowing down was con-
sidered a favorable behavior. The post-hoc interview suggests that
participants preferred warnings in a different modality from the
distraction, as such a combination resulted in less confusion and
facilitated more straightforward responses. The following subsec-
tions provide a detailed discussion of these phenomena, along with
potential theoretical explanations for them.

5.1 Distraction Modality and Warning Modality

For the distraction modality, the results showed that conditions with
auditory distraction (AA and AV) had a significantly lower math accu-
racy and a higher perceived workload, suggesting that the conditions
with auditory distraction tasks were more difficult and demanding.
Most participants (all but two) found the auditory mathematical equa-
tions to be more distracting. There could be several contributing
factors to this outcome. For example, it took about 2 seconds to com-
plete the play of an auditory equation. In contrast, most participants
could comprehend the visual equations in a much shorter amount
of time and started calculating. Several participants commented
that they would convert the auditory arithmetic problems into a vi-
sual symbolic form before solving them, which could have added
to the difficulty. It is also possible that participants, all university
students, had more experience solving mathematical questions in
their visual than auditory form. Regarding the warning modality, our
results show that when presented with visual warnings (AV and VV),
participants exhibited better behavioural responses. Specifically,
participants achieved a shorter reaction time to identify the oncom-
ing vehicle and walked at a reduced speed, indicating an increased
awareness of the warning and the oncoming vehicle. However, the
smaller head rotation range in these conditions seems to suggest that
the visual warning might have an undesired detrimental effect of lim-
iting the scan range of the user. We might interpret the phenomenon
as the user’s attention being drawn to the warning, which is located
centrally in the field of view. As a result, the user may unconsciously
reduce their head rotation range and scanning of the surrounding
environment. Further investigation, preferably using an eye-tracker,
is needed for this effect. Regarding the auditory warnings, multiple
participants commented that while the auditory warnings were still
useful, yet sometimes they had difficulty determining the direction
of the incoming vehicle from the sound. These results align with pre-
vious research on road safety, which has shown that visual warnings
are often more effective than auditory warnings for drivers [49, 68].
Additionally, our participants generally preferred visual warnings,
which has also been observed in other studies on AR-based/visual
safety interventions [1, 13].

5.2 Modality Matching between Distraction and Warning

When considering both the modalities of distraction and warning,
our findings suggest that participants performed better when these
modalities were different (AV and VA). In particular, participants
had a faster reaction time to notice the oncoming vehicle, walked at
a reduced speed, indicating an increased response to the warning,
and exhibited a larger head rotation range, suggesting increased scan
range of the surrounding environment for the oncoming vehicle.
Moreover, our results indicate that the majority of participants (19
out of 24) preferred receiving distractions and warnings through
different sensory channels. In follow-up interviews, participants
reported that stimuli presented through different sensory channels
made them more alert and aware. Some participants noted that when
focused on a task presented in one sensory channel, they were more
likely to ignore or be confused by warnings presented in the same
channel. Note that the different perceived workloads between visual
and auditory mathematical questions should not affect the result as
both distraction modalities were presented in the combinations of
(AA, VV) against (AV, VA). The participant’s preference for receiving



a warning from a different modality from the distraction might be
explained by two theories:

Multiple Resource Theory (MRT) MRT [63] suggests that cog-
nitive control is limited by several specific cognitive resources and
is commonly used to explain why multitasking is hard when it de-
mands similar cognitive resources. However, according to MRT,
modality mismatching could be beneficial when it reduces demands
on common cognitive resources. For example, the distraction task
of listening to the auditory mathematical equation might rely on
the phonological loop (the cognitive resource for processing verbal
information), whereas the task of paying attention to the visual warn-
ing (red arrows pointing to the incoming vehicle) would primarily
rely on the visuospatial sketchpad (the cognitive resource for visual
and spatial information). Since these two tasks rely on different
cognitive resources, there is less competition for the resources, and
as a result, this might explain why some participants felt higher
awareness of the conditions with modality mismatching. In addition,
although switching between different modalities might require extra
time and effort to reconfigure the attention system, it has been shown
to allow the cognitive system to refresh and avoid fatigue on a single
task, resulting in a higher preference for receiving the warning in a
different modality from the distraction [34].

Following MRT, one may be inclined to rely on warnings com-
municated through all available sensory channels in the expectation
that at least one of the cognitive resources will detect the warning.
However, it’s important to note that utilizing multi-modal infor-
mation may result in increased workload [25] and could lead to
additional costs associated with information integration and prioriti-
zation [60, 63].

Inattentional Blindness (IB) IB [36, 53] refers to the phe-
nomenon where an individual fails to notice an unexpected event
in plain sight when their attention is focused on something else, as
demonstrated in the famous ”invisible gorilla” experiment. A similar
phenomenon in the auditory channel is inattentional deafness, where
an individual fails to notice other sounds in their environment while
focusing on one particular sound or conversation. Both phenomena
demonstrate the limitations of human attention and perception and
highlight the importance of being aware of one’s own attentional
biases and limitations.

In the context of our experiment, IB could potentially manifest
itself in the form of a delayed reaction to a visual warning (red
arrow) when an individual’s attention is focused on a visual mathe-
matical equation. This occurs because the individual’s attention is
already occupied by the mathematical task and they may not have
the attention resources to process additional stimuli in their visual
field. Some previous IB research also concurs with our result that
using a different warning modality from the distraction is more ef-
fective. For example, Sinnett et al. [54] investigated IB for words
presented visually and auditorily within and across sensory modal-
ities. The study found that IB is less prevalent when attention is
divided across modalities than within the same modality, indicating
shared attentional resources across sensory modalities. In sum, this
might serve as another explanation to support the findings that using
a warning modality different from the distraction might lead to a
better performance of the street crossing behaviour.

6 LIMITATION

While our study provided valuable insights into the effects of modal-
ity matching for street crossing behaviours, there are several limita-
tions that future research could address.

First, our study used a sample size of N = 24 participants, which
satisfies a minimum sample size necessary for counterbalancing the
four experimental conditions. However, using a larger and more
representative sample of participants could have increased the accu-
racy and reliability of our conclusions. There were also more males
among the participants, which might affect the generalizability of

the result. In addition, some papers [20, 52, 57] have explored the
difference between the behavior of young and old adults. The aver-
age age of the participants we recruited was 23.67, we will recruit
participants of other age groups to explore the effect of age in future
work.

Second, we made several experiment design choices that might
affect the results. Our experiment did not simulate the limited FoV
of the AR headset. We made this design decision to avoid the
smaller FoV becoming a confound to the experiment. We also tried
to minimise the impact by putting the mathematical equations and
warnings at the centre of the FoV. Still, further investigation might be
needed when applying the finding to the smaller FoV in the current
generation AR devices. Another design decision we made was the
randomization of the starting positions of the virtual vehicle with the
intention to reduce the learning effect. Nevertheless, this approach
may influence how participants prioritize their attention allocation
between distractions and the surrounding environment. Future stud-
ies might consider treating the starting position as an independent
variable and systematically assess its impact. Our experiment consid-
ered only visual and auditory modalities for warning and distraction,
but it’s worth noting that other modalities, such as haptic feedback,
could also be explored, as discussed in Section 2.2. Additionally,
we did not compare the effectiveness of single modality warning
versus multi-modal warnings, although recent research suggests that
multi-modal warnings can be effective in certain contexts [32, 38].
However, it’s important to note that our study primarily aimed to
investigate the impact of modality matching, and our results have
contributed to the knowledge in this area.

Last but not least, it is crucial to consider whether the findings
of our study can be applied to real-world situations. While our ex-
periment used an abstract secondary task involving mathematical
calculation, which is common in psychology experiments, real-
world activities such as listening to a podcast or performing web
browsing on an AR display are different. Similarly, different sizes
and types of visual and audio warnings might also lead to differ-
ent outcomes. Additionally, the real world environment contains
significantly more noise and distracting factors than the virtual envi-
ronment in the experiment. Although we recognize these differences,
we, and other researchers [8–10, 27], chose virtual simulations to
conduct road safety experiments to avoid the potential risk of phys-
ical harm to participants in real-world. However, future research
should take into account variables like individual variances and real-
world environmental factors, while also exploring the applicability
and generalizability of findings from this line of research.

7 CONCLUSION

This paper investigated the impact of distraction and warning modal-
ity matching on pedestrian crossing behaviour. A direct comparison
of modality matching and mismatching conditions revealed that con-
ditions with mismatched modalities (AV and VA) performed better
than conditions with matched modalities (AA and VV), as evidenced
by faster reaction time, reduced walking speed, and increased scan
coverage. Participants in our study also expressed a preference for
warnings to be presented in a modality different from the modality
of the distraction. The findings suggest that future AR interface
design should consider using warning modalities that are different
from those causing distraction when alerting users about hazards in
the surrounding environment.
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